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Feature and Distribution Evolvable Streams
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[MLJ’20] Zhao, P., Cai, L.-W., & Zhou, Z.-H. (2020). Handling concept drift via model reuse. 

Formulation

Feature and Distribution Evolving Stream Learning (FDESL)
• previous stage (labeled)
• evolving stage (feature space and distribution changing) 
• current stage (unlabeled) 

Challenge

Can we use Sliding Window or Forgetting Factor?

Drawbacks
• hard to handle distribution change
• hard to analyze generalization ability

Conclusion

♠ We formulate the Feature and Distribution Evolving Stream Learning (FDESL) problem, which accommodates a variety of real-world applications
♠ We characterize the FDESL problem by evolving discrepancy and derive the generalization ability analysis
♠ We propose the Evolving Discrepancy Minimization (EDM) algorithm and validates the effectiveness on synthetic and real-world data

Evolving Discrepancy & Generalization Bound                                                                                                         Experiments

Synthetic data
• the evolving discrepancy reflects the relation
Real-world applications
• the EDM algorithm solves the FDESL problem
Evolving discrepancy verification
• minimizing the evolving discrepancy improves the average accuracy

Deep Neural Network Implementation
• estimate weights [TCS’14]

• solve the minimax optimization

Remarks
• Evolving discrepancy measures the discrepancy between two 

consecutive batches (with different feature space & distribution) via 
the evolving stage

• So we can analyze the generalization ability for the FDESL problem Evolving discrepancy verificationExperiments on real-world applications

Previous Stage to Evolving Stage Evolving Stage to Current Stage Hypotheses Alignment

Idea: Measure Discrepancy of data from different feature spaces
Bridge the gap via the evolving stage 
• data in the evolving stage share the same labels
• admissible loss aligns the hypotheses via the evolving stage 

Generalization bound
• The expected risk on the current data batch is upper bounded by 

empirical risk & evolving discrepancy

Adversarial network [JMLR’16] based EDM Framework
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